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Abstract

In this paper we study the separability of two disjoint sets of objects in the plane according
to two criteria: wedge separability and strip separability. We give algorithms for computing
all the separating wedges and strips, the wedges with the maximum and minimum angle, and
the narrowest and the widest strip. The objects we consider are points, segments, polygons and
circles. As applications, we improve the computation of all the largest circles separating two sets
of line segments by a log n factor, and we generalize the algorithm for computing the minimum
polygonal separator of two sets of points to two sets of line segments with the same running
time. ? 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

Let P and Q be two disjoint sets of objects in the plane classi�ed as blue and red
objects, respectively. The objects we consider are either points, segments, polygons or
circles. If the objects are polygons, n and m represent the total number of segments of
the polygons in P and in Q. In other cases n and m are the number of objects in P
and Q respectively, and in any case N =max{n; m}.
Let C be a family of curves in the plane. The sets P and Q are C separable if there

exists a curve S ∈ C such that every connected component of R2 − S contains objects
only from P or from Q. If S is a straight line, the sets P and Q are line separable.
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Fig. 1. (a) Wedge separability, (b) strip separability.

P and Q are line separable if, and only if, their convex hulls do not intersect [16].
The decision problem of linear separability for any of the above object classes can
be solved in O(N ) time [7,10]. The region of the plane formed by the points of the
separating lines can be computed in O(N logN ) time.
There are other separability criteria. For example, in [4] the authors consider the

problem of �nding the minimum (in the number of edges) convex polygon separating
two point sets in the plane. In image processing, e�cient algorithms to �nd circular
separators for two sets of points can be used to recognize disks [1,5,11]. In this paper
we present two criteria of separability: the wedge separability and the strip separability.

De�nition 1. Two disjoint object sets P and Q are wedge separable if there exists a
wedge that contains only all the objects of one of the sets (Fig. 1a).

The vertex of the wedge is the common extreme of the half lines. If the angle of
the wedge is exactly �, we have the linear separability. Given P and Q, we study the
problem of deciding whether they are wedge separable computing the region of the
plane formed by the vertices of separating wedges and additionally, the wedges with
the maximum and minimum angle.

De�nition 2. Two disjoint object sets P and Q are strip separable if there exist two
parallel straight lines (a strip) that contain only all the objects of one of the sets in
between (Fig. 1b).

If P and Q are strip separable then they are also wedge separable: just move a little
bit one of the parallel lines. Given P and Q, we study the problem of deciding whether
they are strip separable computing the set of intervals of strip slopes and additionally,
the narrowest and the widest strip.
In this paper we show algorithms that solve the wedge and strip separability problems

in O(N logN ) time. In Section 2 we study the wedge separability problem for di�erent
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Fig. 2. Regions Ai and Bi .

kinds of objects. As applications, we improve a result in [2] for the computation of
all the largest circles separating two sets of line segments by a log n factor, and we
generalize the algorithm in [4] for computing the minimum polygonal separator of two
sets of points to two sets of line segments with the same O(n log n) running time. In
Section 3 we study the strip separability problem. The objects are classi�ed as red and
blue objects, a common terminology used in many problems.

2. Wedge separability

2.1. Separating points by wedges

Let P = {p1; p2; : : : ; pn} and Q = {q1; q2; : : : ; qm} be two disjoint point sets in the
plane. Suppose that n; m¿3 and both P and Q have at least three non-collinear points.
If the convex hulls of P and Q, CH (P) and CH (Q), do not intersect, the point sets are
line separable and therefore wedge separable. A necessary condition for the existence
of wedge separability is that the convex hull of one set has to be monochromatic, i.e. it
contains only points of one color. In O(N logN ) time we compute the convex hull of
each set and determine if any of them is monochromatic, otherwise they are not wedge
separable. Suppose that the sets are not line separable and CH (Q) is monochromatic.
The problem is to compute the region of the plane formed by vertices of separating
wedges.
Tracing the supporting lines from pi ∈ P to CH (Q) we obtain two regions Ai and

Bi (Fig. 2) that do not contain vertices of separating wedges, otherwise the wedges
would contain the point pi. Reciprocally, for any point p in �A∩ �B, where A=

⋃n
i=1 Ai

and B =
⋃n
i=1 Bi, the wedge formed by the supporting lines from p to CH (Q) is a

separating wedge. Next, we describe how to compute �A ∩ �B.

2.1.1. Computing �A
The region �A, as we will see, is a (possibly unbounded) star-shaped polygon whose

kernel contains CH (Q). The boundary of �A is formed by a set of polygonals, POL,
around CH (Q). In [4] the same idea is used to obtain a minimum (in the number of
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edges) convex polygon separating two point sets but our goal is to obtain the vertices of
all the separating wedges. We will describe how to obtain POL because it is relevant
for the rest of the paper. First, we eliminate unnecessary points of P. Consider the
following dominance relation with respect to CH (Q).

De�nition 3. pi dominates pj with respect to CH (Q) (pj ≺Q pi) if Ai⊂Aj.

The relation ≺Q is a partial order in P. A point pj is minimal with respect to CH (Q)
if there exists no i, i 6= j, such that Aj ⊂Ai. It is clear that in the computation of A we
only need the minimal points, the rest are not necessary. The dominance relation is a
generalization of the vectorial dominance relation [9]. The problem of the computation
of minimal points can be formulated in the language of partial orders [13]. First at all,
we introduce the notation and we order the points of P with respect to CH (Q).

Notation. Let li (ri) be the supporting line from pi to CH (Q) such that CH (Q) is on
the left (right) side going from pi to CH (Q). We compute the supporting lines, their
angles and the tangency points Li (Ri) of li (ri) with CH (Q). By l+i or l

−
i we denote

the half line given by li and the tangency point Li depending on whether it contains
or not the point pi. Analogously for r+i or r

−
i (Fig. 2).

Ordering points: Let the X -axis be the line l1 and let L1 be the �rst point of CH (Q).
We order the points of P according to the order of the half lines l+i , which are ordered
according to: �rst, the order of Li in CH (Q) and secondly, by decreasing angle. If there
are several points of P sharing a half line l+i , the order is given by the proximity to Li.
Relabeling pi and r+i we have the ordering 〈(l+1 ; p1; r+1 ); (l+2 ; p2; r+2 ); : : : ; (l+n ; pn; r+n )〉,
that corresponds to a clockwise sweep line around CH (Q). Let L={p1; p2; : : : ; pn} be
the ordered points of P. This process can be done in O(n logN ) time.
Minimal points: A point pi is not a minimal point if it dominates some point

pj. The procedure MINIMAL analyzes the points of P and deletes the non-minimal
points. Deciding if pj ≺Q pi requires constant time, the number of times the procedure
analyzes a point is constant, so the running time of the procedure is O(n). Note that
the last points can dominate the �rst one.

MINIMAL
Input: list L (list of the ordered points of P)
Output: list MIN of minimal points

MIN :=L; i:=1; j:=2
while j6n do
if pj ≺Q pi then �nd the �rst pk in MIN such that pj ≺Q pk ; k6i;
delete {pk; : : : ; pi} of MIN

i:=j; j:=j + 1
if p1 ≺Q pi then �nd the �rst pk in MIN such that p1 ≺Q pk ; k6i;

delete {pk; : : : ; pi} of MIN .
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Fig. 3. Minimal points.

Lemma 4. The procedure MINIMAL obtains only all the minimal points of P with
respect to CH (Q).

Proof. The procedure only deletes points that dominate other points. Suppose we have
the closed chain obtained by the procedure. If a point pi is minimal it does not
dominate any other point and therefore the procedure does not delete it. If pi is not
minimal then there exists a minimal point pj such that pj ≺Q pi with i¡ j. Note
that pj ≺Q pi if pj follows pi in clockwise order of l+ half lines and precedes pi
in counterclockwise order of r+ lines. A list of minimal points p1; p2; : : : ; pk , ordered
clockwisely according to l+ half lines, is also ordered counterclockwisely according
to r+ half lines p1; p2; : : : ; pk . Suppose the procedure pj does not eliminate pi, then
there exists a point pk of the chain such that i¡ k ¡j and pj �Q pk . Therefore, pk
belongs to the region delimited by l+i , r

+
j and l

+
j (Fig. 3). Reasoning similarly, pi+1

belongs to this region and pi+1 will eliminate pi.

Polygonals: By l+i pi and r
+
i pi we denote the half lines l

+
i and r

+
i from pi. By tij

we denote the intersection point of the half lines l+i pi and r
+
j pj, and by pitij or tijpj

we denote the segments determined by their endpoints. The procedure POLYGONALS
on MIN outputs POL, which has at most 2n segments and half lines and it is the
boundary between A and �A. The running time of the procedure is O(n).

POLYGONALS
Input: MIN (list of minimal points)
Output: POL (list of segments and half lines)

POL:={r+1 p1}; i:=1; j:=2
while j6|MIN | do
if ∃ tij then add {pitij; tijpj} to POL, else add {l+i pi; r+j pj} to POL

i:=j; j:=j + 1
if ∃ ti1 then delete {r+1 p1} of POL, add {piti1; ti1p1} to POL,

else add {l+i pi} to POL.
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Fig. 4. (a) Regions of B, (b) regions of �B.

2.1.2. Computing �B
The region Bi is delimited by the half lines l−i and r−i and part of CH (Q). If

pi ≺Q pj then Bj ⊂Bi, and again we only need the minimal points. Let pi, pi+1 be
consecutive points from MIM .We have the following cases:
(i) pi and pi+1 are linked by POL. The region Bi ∪ Bi+1 is delimited by the half

line r−i , the segments in CH (Q) between Ri and Li+1, and the half line l
−
i+1 (Fig.

4a).
(ii) pi and pi+1 are the last point and the �rst point of two consecutive polygonals of

POL. In this case we have two di�erent situations:
(1) the half lines l−i and r−i+1 are parallel and the region Bi ∪ Bi+1 is as in (i);
(2) the half lines l−i and r

−
i+1 intersect at a point denoted by p

′
i , the region Bi∪Bi+1

is as in (i), but the wedge {l−i p′
i ; r

−
i+1p

′
i} belongs to �B, as shown in Fig. 4b.

If P and Q are not line separable then �B is formed by disjoint wedge regions. Using
POL in O(n) time we obtain the at most n disjoint wedges of �B. Let L′ be the list of
ordered points p′

i corresponding to the wedge regions {l−i p′
i ; r

−
i+1p

′
i} of �B. We denote

by l′+i the half line r−i+1 and by r
′+
i the half line l−i .

2.1.3. Computing �A ∩ �B
First, note that a wedge of �B can be totally included in the region A, in such case

the wedge is useless. This situation happens if the point p′
i de�ning a wedge of �B

dominates a point pk of MIN .
Useless wedges: In O(n log n) time we order MIN ∪ L′ as we did for the computa-

tion of minimal points. The procedure USELESS WEDGES deletes the points of L′

dominating some point of MIN in O(n) time.

USELESS WEDGES
Input: list of ordered points of MIN ∪ L′
Output: L′ without points dominating points of MIN

while there are points p′
i of L

′ do
�nd the �rst pk of MIN following p′

i ; (i¡ k),
if pk ≺Q p′

i then delete p
′
i from L′.
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Fig. 5. Regions of vertices of separating wedges.

Regions of �A∩ �B: The regions of �A∩ �B, denoted by Fi, are the intersections between
the useful wedges of �B and the (possibly unbounded) star-shaped polygon �A. Since a
point p′

i of L
′ is within �A, the region Fi is delimited by the half lines of the useful

wedge and the part of POL between the half lines. According to the order of MIN∪L′,
the half lines l′+i and r′+i of a useful wedge of �B intersect POL in at most one point
since the half line l′+i is between some l+j and l

+
j+1 (analogously for r

′+
i ), or it contains

some segment or half line of POL. Therefore, the number of intersections between
POL and the half lines of wedges of �B is less than or equal to 2n. The intersections
can be computed in O(N ) time using the order of MIN ∪ L′ and the order of POL.
We say that the region Fi is a fan since it is still a (possibly unbounded) star-shaped

polygon whose kernel contains the point p′
i , the apex of the fan, and the angle of the

useful wedge at p′
i is less than � (Fig. 5). The vertices of a fan are re
ex vertices

if they are points of P, otherwise they are convex vertices, the tips of the fan. The
procedure REGIONS outputs the fans of �A∩ �B in O(n) time. The number of segments
and half lines of the fans is at most 4n.

REGIONS
Input: L′, POL

Output: segments and half lines of �A ∩ �B
while there are points p′

i of L
′ do

compute Fi: region delimited by the wedge {l′+i p′
i ; r

′+
i p

′
i} and the part

of POL between l′+i and r′+i .

From all the above discussion we have the following theorem.

Theorem 5. Let P and Q be two disjoint sets of n and m points in the plane; re-
spectively. Deciding whether they are wedge separable and computing the region of
vertices of separating wedges can be done in O(N logN ) time.
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Fig. 6. Maximum and minimum angle.

Wedges with maximum and minimum angle. Suppose we have computed the fans
of vertices of separating wedges and we want to determine the wedges with maximum
and minimum angle.

Lemma 6. In a fan Fi; the vertex of the separating wedge with maximum angle
is the apex of the fan. If the fan is bounded; the vertex of the separating wedge
with minimum angle is one of the convex vertices; the tips of the fan. If the fan is
unbounded the minimum angle is zero.

Proof. Let p be any point of the fan Fi with apex p′
i . Note that the smallest separating

wedge with vertex p is formed by the supporting lines from p to CH (Q) and the largest
separating wedge with vertex in p is formed by the lines ppj and ppk , where pj and
pk are the two points of P which give rise to the useful wedge with apex p′

i .
The supporting lines from p to CH (Q) intersect the half lines l′+i and r′+i at points

u1 and u2, respectively (Fig. 6). If the vertex of a separating wedge moves from p
to u1 and from u1 to p′

i , the angle of the separating wedge increases continuously;
analogously when the vertex moves from p to u2 and from u2 to p′

i . Therefore, the
vertex of the separating wedge with maximum angle is p′

i , the apex of the fan.
If the fan is bounded, the supporting lines from p intersect POL at points v1 and

v2. Moving the vertex of the separating wedge from p to v1 and from v1 through the
segment of the POL that contains v1 to the right endpoint of the segment, the angle of
the separating wedge decreases continuously. Similarly, when the vertex moves from
p to v2 and from v2 to the left endpoint of the segment that contains v2. Therefore,
the vertex of the separating wedge with the minimum angle is in some tip of the fan.
If the fan is unbounded, the minimum angle is zero for a separating wedge with the
vertex at in�nity. The total number of tips of fans is at most n. Doing a tour in POL

we determine the wedge with minimum angle in O(n) time.

Proposition 7. Let P and Q be two disjoint wedge separable sets of n and m points in
the plane; respectively. If we have pre-computed the region of vertices of separating
wedges; the wedges with maximum and minimum angle can be found in O(N ) time.
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Fig. 7. (a) Restriction of a segment, (b) clockwise angular interval, (c) counterclockwise angular interval.

2.2. Separating segments by wedges

Let P = {p1p′
1; p2p

′
2; : : : ; pnp

′
n} and Q= {q1q′1; q2q′2; : : : ; qmq′m} be two disjoint sets

of segments. In O(N logN ) time we compute the convex hull of each set of segments,
determine if any of them is monochromatic, i.e. it does not intersect segments or
does not contain endpoints of segments of the other set; otherwise they are not wedge
separable.
Suppose that the sets are not line separable and that CH (Q) is monochromatic. We

want to compute the region of vertices of wedges separating Q from P. First, we
consider the restriction produced by a segment si = pip′

i of P. The supporting lines
between si and CH (Q) de�ne the regions Ai and Bi that do not contain vertices of
separating wedges, otherwise the wedge contains totally or partially the segment si
(Fig. 7a). The region of vertices of separating wedges is �A ∩ �B, where A =

⋃
Ai and

B=
⋃
Bi.
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2.2.1. Computing �A
The region �A, as we are going to see, is again a (possibly unbounded) star-shaped

polygon whose kernel contains CH (Q). The boundary of �A is formed by a set of
polygonals, the �nal polygonals or POL for short, around CH (Q). We will describe
how to obtain the �nal polygonals.
Ordering segments: We order the segments of P with two orders with respect to

CH (Q): clockwise and counterclockwise. For the clockwise order we compute the
lines supporting CH (Q) from all the endpoints of segments of P. Let l+i (l

′+
i ) be the

half line tangent to CH (Q) going through pi (p′
i) such that CH (Q) is on the left

side going from pi (p′
i) to CH (Q) and starting at the tangency point (Fig. 7b). We

order the half lines in an angular clockwise way and we order the segments accord-
ing to the �rst endpoint that appears in the order given by the half lines. If there
are several segments with the �rst endpoints sharing the same half line, the order
is given by the proximity of the endpoint to the tangency point of the half line. If
a segment is included in the A region of one of its endpoints it can be replaced
by this endpoint alone. If some of these segments have the same �rst endpoint, the
order is given by the order of the second endpoint. Once we have ordered the seg-
ments we denote by pi the �rst endpoint of the segment and by p′

i the second one.
Let s1 = p1p′

1 be the �rst segment of P in this order. If a segment si = pip
′
i inter-

sects l+1 at a point p′′
i we divide it into two segments pip

′′
i and p

′′
i p

′
i and delete

the segment si. The number of segments increases in at most n − 1. Reordering the
segments with the new endpoints according to the criteria above, we are sure that
doing a clockwise angular sweep starting at l+1 we �nd all the segments after just
one round.
For the counterclockwise ordering we proceed in a similar way using the order of

r+i (r′+i ), the half line tangent to CH (Q) going through pi (p
′
i) such that CH (Q) is

on the right side going from pi (p′
i) to CH (Q) and starting at the tangency point

(Fig. 7c). We can take s1 as the �rst segment of P and use r′+1 as the starting half
line and proceed as above. The ordering process requires O(n logN ) time.
Final polygonals: From a point of a polygonal of POL we see CH (Q) without

any obstacle, i.e. the region determined by the half lines tangent to CH (Q) from that
point and the part of CH (Q) between the tangency points does not contain or intersect
segments of P. Starting with s1, each segment has an angular projection on the interval
[0; 2�) sweeping clockwise (counterclockwise) with half lines tangent to CH (Q): each
segment si has a clockwise angular interval �i (Fig. 7b) and a counterclockwise angular
interval �i (Fig. 7c). Then �i (�i) is the clockwise (counterclockwise) angle de�ned
by the half lines l+i and l′+i (r′+i and r+i ). With the above ordering, we are sure
that all the angular intervals are within [0; 2�). Now we describe how to compute
POL:
(1) Compute the set of polygonals of segments that can be seen from CH (Q) (with-

out obstacles) doing a clockwise rotating sweep with a half line tangent to CH (Q),
such that CH (Q) is on the left. We call this set the clockwise polygonals
(Fig. 8a).
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Fig. 8. (a) Clockwise polygonals, (b) counterclockwise polygonals.

Fig. 9. (a) Extreme polygonals, (b) �nal polygonals.

(2) Compute the set of polygonals of segments that can be seen from CH (Q) (without
obstacles) doing a counterclockwise rotating sweep with a half line tangent to
CH (Q), such that CH (Q) is on the right. We call this set the counterclockwise
polygonals (Fig. 8b).

(3) Compute the set of polygonals corresponding to the endpoints of segments of P.
We call this set the extreme polygonals (Fig. 9a). It can be computed as the
polygonals constructed in the case of points.

(4) From the three sets of polygonals compute the �nal polygonals or POL (Fig. 9b).
The clockwise polygonals are a variation of the lower envelope of a set of segments,

we call it clockwise angular lower envelope. We modify the Hershberger algorithm for
the lower envelope of a set of x-monotone Jordan arcs with at most s intersections
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between any pair of arcs [6,15] in the following way: for each segment point p we
de�ne the x-coordinate as the angle of the line tangent to CH (Q) from p that has
CH (Q) on the left as going from p to CH (Q), and we de�ne f(x) as the geodesic
distance between p and the tangency point of the supporting line through p1, the
�rst endpoint of the �rst segment. The segments so de�ned are x-monotone and with
at most one intersection between any pair of them. If there are segments with two
common points, partially coincident segments, in O(n log n) time we can construct
an equivalent set of segments without partially coincident segments. Therefore, the
clockwise polygonals can be computed in O(n logN ) time.
In the same way, we compute the counterclockwise polygonals starting from the

endpoint p′
1 of s1 and using the counterclockwise ordering. The extreme polygo-

nals can be computed in O(n) time using the order of the segment endpoints as we
did for point sets. The extreme polygonals are formed by at most 4n segments and
half lines.
For the construction of the polygonals of POL, we merge the above three sets of

polygonals taking into account that the number of transition points of the clockwise and
counterclockwise polygonals is O(n�(n)), where �(n) is the inverse of the Ackermann
function. Making a clockwise rotating angular sweeping advancing in discrete steps
over the angular intervals determined by the O(n�(n)) transition points of the three
sets of polygonals, we can determine in constant time which of the three polygonals
we take in each angular interval between transition points. The total time needed in the
construction of POL is O(n logN )+O(n�(n))=O(n logN ). Note that the number of
segments and half lines of POL is bounded by O(n�(n)), and by construction, POL

is clockwise and counterclockwise angularly monotone.

2.2.2. Computing �B
Two consecutive polygonals of POL give a wedge region of �B de�ned by the half

lines l−i from the end of the �rst polygonal and r−i+1 from the beginning of the second
polygonal if l−i and r−i+1 intersect at a point denoted by p

′′′
i . Looking up POL we

determine all the wedge regions of �B in O(n�(n)) time. The number of these regions
is at most n.

2.2.3. Computing �A ∩ �B
A wedge region of �B is useless if the point p′′′

i is within A, since the wedge
region has no intersection with �A. To eliminate all the useless wedge regions of �B
we analyze the points p′′′

i checking if they lie in A or in �A. After that, we compute
the part of POL between the half lines that de�ne the useful wedge regions. By the
angular monotonicity, each of these half lines intersects POL in at most one point
(or it contains a segment or a half line of POL). In O(n logN ) time we compute the
regions of �A∩ �B. These regions are (possibly unbounded) star-shaped polygons or fans
whose kernel contains the point p′′′

i . As a consequence of all the above discussion we
have the following theorem.
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Fig. 10. Wedges with maximum and minimum angle.

Theorem 8. Let P and Q be two disjoint sets of n and m segments in the plane;
respectively. Deciding whether they are wedge separable and computing the region of
vertices of separating wedges can be done in O(N logN ) time.

Wedges with maximum and minimum angle. The vertex of the separating wedge
with maximum angle is in the apex of a fan region of �A ∩ �B. It can be determined
computing in constant time the angle of the wedge with vertex in p′′′

i for each of the
at most n fans. If there is an unbounded fan, the minimum angle is zero. Otherwise,
the wedge with minimum angle is in the convex extremes of the fan, the tips. An
upper bound of the total number of tips is O(n�(n)) and for each tip we compute its
angle in constant time (Fig. 10). Hence we have the following result.

Proposition 9. Let P and Q be two disjoint wedge separable sets of n and m seg-
ments in the plane; respectively. If we have pre-computed the regions of vertices of
separating wedges; the wedges with maximum and minimum angle can be found in
O(N�(N )) time.

The wedge separability of polygons depends on the total number of segments of
the polygons. Let P and Q be two sets of polygons with n and m total segments,
respectively. In time O(n logm) we can check if all the polygons of P are exterior to
CH (Q), i.e. if there are no segments of polygons of P intersecting CH (Q) and the
polygons of P are not contained in CH (Q). Otherwise Q is not wedge separable from
P. If it is so, consider the set of segments of polygons of P and run the above segment
algorithm.

Corollary 10. Let P and Q be two disjoint sets of polygons in the plane with n
and m total segments, respectively. Deciding whether they are wedge separable and
computing the regions of vertices of separating wedges and the wedges with maximum
and minimum angle can be done in O(N logN ) time.
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Fig. 11. Regions of vertices of separating wedges.

2.3. Separating circles by wedges

Let P and Q be two disjoint sets of circles with n and m circles classi�ed as blue
and red circles, respectively. In O(N logm) time we compute CH (Q), formed by at
most 2m−1 circular arcs and 2m−1 segments [3,12], and we check that the circles of
P do not intersect or contain CH (Q) and that all of them are exterior to CH (Q). In this
case, in O(n logN ) time we compute the interior tangents between each circle of P and
CH (Q), delete possible circle duplicities of P, and determine the circular arc of each
circle of P that can take part in the computation of the vertices of separating wedges.
The interior tangents between each circular arc si and CH (Q) de�ne two regions Ai
and Bi that do not contain vertices of separating wedges, otherwise the wedge contains
si totally or partially. The region of vertices of separating wedges is �A ∩ �B, where
A=

⋃
Ai and B=

⋃
Bi.

2.3.1. Computing �A
We compute the �nal polygonals or POL, formed by circular arcs, segments and

half lines that, as we are going to see, separate A from �A (Fig. 11).
Ordering circular arcs: We order the circular arcs si = pip′

i (pi and p
′
i are the

endpoints) with two orders with respect to CH (Q): clockwise and counterclockwise.
Let l+i (l

′+
i ) be the half line tangent to CH (Q) going through pi (p

′
i) such that CH (Q)

is on the left side going from pi (p′
i) to CH (Q) and starting at the tangency point.

We order the half lines in an angular clockwise way and we order the circular arcs
according to the �rst endpoint that appears in the order given by the half lines. If there
are several circular arcs with the �rst endpoint sharing the same half line, the order is
given by the proximity of the �rst endpoint to the tangency point of the half line with
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CH (Q). Once we have ordered the circular arcs we denote by pi the �rst endpoint of
the circular arc and by p′

i the second one. Let s1 = p1p
′
1 be the �rst circular arc. If

a circular arc si = pip′
i intersects l

+
1 in a point p

′′
i we divide it into two circular arcs

pip′′
i and p

′′
i p

′
i and delete si. The number of circular arcs increases in at most n− 1.

Let P′ be the set of these circulars arcs. Reordering P′ according to the criteria above
we are sure that performing a clockwise angular sweep starting in l+1 we �nd all the
circular arcs after just one round.
For the counterclockwise ordering we proceed in a similar way using the order of

r+i (r
′+
i ), half line tangent to CH (Q) containing the point pi (p

′
i) and starting at the

tangency point that has CH (Q) on its right going from pi (p′
i) to the tangency point.

The ordering process requires O(n logN ) time.
Final polygonals: The polygonals of POL are formed by circular arcs, segments

and half lines. From any point of one polygonal of POL we see CH (Q) without any
obstacle. The circular arcs de�ne a clockwise (counterclockwise) angular intervals and
they are angular-monotone.
Because two circles can intersect in at most two points, the computation of the clock-

wise angular lower envelope with the modi�cation of the Hershberger algorithm [6,15]
requires O(�3(n) log n) time, where �3(n) = O(n�(n)). Nevertheless, the complexity of
the clockwise angular lower envelope of blue circular arcs is linear since it is less
than or equal to the combinatorial complexity of a single face in an arrangement of n
closed Jordan curves (blue circles) in the plane, which is �2(n)=2n− 1 (see Theorem
5:7 of [15]). The same applies to the counterclockwise angular lower envelope and
to the merging of both envelopes. Taking into account this complexity, we compute
the clockwise angular lower envelope using the algorithm given by the Corollary 6:2
of [15], that consists of making a partition of P′ into two subsets, each of size at
most dn=2e, compute the clockwise angular lower envelope of each one recursively,
and then merge these subenvelopes to obtain the overall envelope. For merging the
two clockwise angular lower subenvelopes we sweep clockwise angularly a half line
tangent to CH (Q) advancing in discrete steps over the clockwise angular intervals de-
termined by the transition points of the subenvelopes and spending O(1) time in each
step. The merge step requires O(�2(n)) time. If T (n) is the maximum running time of
the algorithm, we obtain the recurrence T (n) = 2T (n=2) + O(�2(n)). The solution to
this recurrence is O(n log n).
In the same way, we compute the counterclockwise angular lower envelope. The

merging of the two envelopes, the circle polygonals, is obtained as the above merging
in O(�2(n)) time, which is the number of transition points. With the order of the
endpoints of the circular arcs we compute in O(n) time the extreme polygonals formed
by segments and half lines. To obtain POL we merge the circle polygonals and the
extreme polygonals in O(n) time making a clockwise angular sweep with a half line
tangent to CH (Q) advancing in discrete steps over the clockwise angular intervals of
the circular arcs and segments. The complexity of the �nal polygonals is O(n). Note
that �A is a (possibly unbounded) star-shaped polygon (with also circular arcs as edges)
whose kernel contains CH (Q).
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2.3.2. Computing �B
Two consecutive polygonals of POL give a wedge region of �B de�ned by the half

lines l−i from the end of the �rst polygonal and r−i+1 from the beginning of the second
polygonal if l−i and r

−
i+1 intersect at a point denoted by p

′′′
i . Using POL we determine

all the at most n wedge regions of �B in O(n) time.

2.3.3. Computing �A ∩ �B
A wedge region of �B is useless if the point p′′′

i lies in A. We eliminate the useless
wedge region of �B and compute the part of POL between the half lines of the useful
wedge regions. By the angular monotonicity, each half line intersects POL in at most
one point (or it contains a half line of POL). In O(n logN ) time we compute the
regions of �A ∩ �B. These regions are (possibly unbounded) star-shaped polygons (with
also circular arcs as edges) or fans whose kernel contains the point p′′′

i (Fig. 11). As
a consequence of the above discussion we have the following theorem.

Theorem 11. Let P and Q be two disjoint sets of n and m circles in the plane;
respectively. Deciding whether they are wedge separable and computing the region of
vertices of separating wedges can be done in O(N logN ) time.

Wedges with maximum and minimum angle. The vertex of the separating wedge
with maximum angle is in the apex of a fan of �A∩ �B. It can be determined computing
in constant time the angle of the wedge with vertex in p′′′

i for each of the at most n
fans. If there is an unbounded fan the minimum angle is zero. Otherwise, the wedge
with minimum angle is in the convex extremes of the fan, the tips. The number of
tips is O(n) and for each tip we compute its angle in constant time (Fig. 11).

Proposition 12. Let P and Q be two disjoint wedge separable sets of n and m circles
in the plane; respectively. If we have pre-computed the region of vertices of separating
wedges; the wedges with maximum and minimum angle can be found in O(N ) time.

2.4. Applications to circular and polygonal separability

2.4.1. Circular separability
In [2] it is shown that for two sets of line segments P and Q with a total of N

segments meeting only at their endpoints, it is possible to compute in O(N logN ) time
and O(N ) space all the largest circles separating P and Q. For the general case the
following theorem is shown.

Theorem 13 (Boissonnat et al. [2]). For two sets of line segments P and Q contain-
ing a total of N segments; it is possible to compute in O(N�(N ) log2 N ) deterministic
time; or in O(N�(N ) logN ) randomized time and O(N�(N )) space all locally largest
circles separating P and Q.
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As pointed out in [2]: to prove the theorem it is su�cient to take into consideration
separation of the external cell of the arrangement of line segments of set P, and,
containing it, a single cell of the arrangement of line segments of Q.
It is clear that if there exists a circle separating Q from P, a largest circle C has to

contain CH (Q) and has to be tangent to segments of P in some points. The tangency
points of C with segments of P satisfy the property that these points see CH (Q): we
say that a point p sees CH (Q) if the region de�ned by the half lines from p tangent
to CH (Q) and the part of CH (Q) between the half lines does not contain any obstacle.
Then, any circle separating Q from P separates also CH (Q) from the set of segments
of the �nal polygonals obtained in this section for the wedge separability of Q from P.
The �nal polygonals are formed by O(N�(N )) segments meeting only at their endpoints
and we have computed the �nal polygonals in O(N logN ) time. Then applying the
above theorem to the at most N segments of CH (Q) and O(N�(N )) segments of the
�nal polygonals, it is possible to compute all the largest circles separating Q from P
in time O(N�(N ) log(N�(N ))) = O(N�(N ) logN ).

Theorem 14. For two sets of line segments P and Q containing a total of N segments;
it is possible to compute in O(N�(N ) logN ) deterministic time and O(N�(N )) space
all locally largest circles separating P and Q.

2.4.2. Polygonal separability
The �nal polygonals of the segments can also be used to generalize the next theorem

of Edelsbrunner and Preparata about the minimum (in the number of edges) polygonal
separator of two sets of points P and Q, card(P ∪ Q) = N .

De�nition 15 (Edelsbrunner and Preparata [4]). A convex k-gon is the intersection of
k but no fewer closed half planes and a convex k-gon is said to separate two point
sets if it contains one and its interior avoids the other. This k-gon is also referred to
as a k-separator of the two sets.

Given two �nite sets of points P and Q, construct a separating convex k-gon for
the smallest possible integer k.

Theorem 16 (Edelsbrunner and Preparata [4]). Given two �nite sets P and Q of points
in the plane; the construction of the minimum polygonal separator (or the decision
that no such separator exists) can be done in time O(N logN ) and this is optimal.

Let P and Q be two sets of segments, card(P∪Q)=N . We compute the O(N�(N ))
segments of the �nal polygonals in O(N logN ) time. Then, we substitute Lemma 3:2
in [4] by the following one:

Lemma 17. If there is a k-separator of P and Q with minimum k; then there is a
k-separator with at least one edge having one endpoint in one of the re
ex vertices
of the �nal polygonals.
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Proof. The part of a polygonal between two consecutive re
ex vertices is convex. Let
R be a k-separator, with minimum k, such that no vertex of R is a re
ex vertex of the
�nal polygonals. We can construct a new k-separator R′ by a continuous transformation
of R. Let e be an edge of R, translate e until it touches CH (Q) in a point q of CH (Q),
and extend e until the endpoints touch the �nal polygonals. If one of the endpoints is
not a re
ex vertex, rotate the extended e in a counterclockwise direction (the endpoints
moving on convex parts of the �nal polygonals) until it becomes aligned with an edge
{q; q1} of CH (Q) or one endpoint of the extended e is a re
ex vertex. In the �rst case
repeat the process with pivot in q1.

The proof of the lemma is similar to the proof of the mentioned Lemma 3:2 with
some changes. The �nal polygonals have at most 2N re
ex vertices since these are
endpoints of the original segments. It is easy to de�ne a predecessor=successor relation
between the segments of the �nal polygonals and construct it in O(N�(N )) time. A
greedy separator starts in a re
ex vertex and an edge is formed with the line tangent
to CH (Q) until it intersects the successor segment in the �nal polygonals. A greedy
separator de�nes a natural partition of the re
ex vertices. By simply following the rest
of the proof of the above theorem in [4] we prove the following one.

Theorem 18. Given two �nite sets P and Q of N segments in the plane; the con-
struction of the minimum polygonal separator (or the decision that no such separator
exists) can be done in time O(N logN ) and this is optimal.

We observe that the above results can also be proved for two sets of circles.

3. Strip separability

We study now the problem of separability of two disjoint sets of objects in the plane
by a strip. Suppose that P and Q are the sets of blue and red objects, respectively.
It is clear that if P and Q are strip separable they are wedge separable, just move a
little bit one of the parallel lines that de�nes the strip. The di�erence is that before
we looked for wedge vertices (two parameters) and now it is enough to determine the
slope of the strip (one parameter), which is the slope of the parallel lines and it is
given by the counterclockwise angle in [0; �) formed by the horizontal with one of the
parallel lines.
A necessary condition for the strip separability is that the convex hull of one of the

sets is monochromatic. In O(N logN ) time we compute CH (P), CH (Q) and determine
if there is a monochromatic set. We admit that the parallel lines of the strip can lean
on the objects of P and Q. The solution of the problem is to determine the slope
intervals of the separating strips. We study the strip separability problem for di�erent
kinds of objects.
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Fig. 12. Negative interval.

3.1. Separating points by strips

Let P={p1; p2; : : : ; pn} and Q={q1; q2; : : : ; qm} two disjoint point sets in the plane.
Suppose that they are not line separable and CH (Q) is monochromatic. We want to
determine the slope intervals of the separating strips. First, we note the restriction of
a point pi: the half lines l+i and r+i have counterclockwise angles �li and �ri with
the horizontal. It is clear that the interval (�li ; �ri) contains no solutions, otherwise
the strip would contain the point pi. We call this interval the negative interval of
pi (Fig. 12).
Moreover, if pi ≺Q pj, the negative interval of pj is contained in the negative

interval of pi. Therefore, the �nal polygonals constructed in the previous section cor-
respond to the points of P that can take part in the computation of the strips. In fact,
we only need the �rst and the last points {pi; pk} in each polygonal, giving the neg-
ative interval (�lk ; �ri). Using the �nal polygonals and in O(n) time, we obtain the at
most n disjoint negative intervals within [0; 2�). In O(n) time we reduce the negative
intervals in [�; 2�] to intervals in [0; �) and we compute their union. The complement
of this union with respect to [0; �) is the slope intervals of the separating strips, strip
intervals for short. If the complement is the empty set, the sets are not strip separable.
Note that the negative intervals are open and therefore the strip intervals are closed.

Proposition 19. Let P and Q be two disjoint sets of n and m points in the plane;
respectively. To decide whether they are strip separable computing the strip intervals
can be done in O(N logN ) time.

A natural problem in the case that the sets are strip separable is to determine the
narrowest and the widest strip. Suppose that Q is strip separable from P and we have
computed the at most n strip intervals.

3.1.1. The narrowest strip
The narrowest strip is de�ned by two parallel lines tangent to CH (Q) in a pair of

antipodal points and its computation depends on CH (Q) and on the strip intervals. Note
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that it is similar to the computation of the width of a convex polygon, i.e. the smallest
distance between parallel supporting lines of the polygon. In our case we compute the
width of CH (Q) restricted to the strip intervals.
In O(m) time we generate all the pairs of antipodal points of CH (Q) in the coun-

terclockwise order [14,17]. For each pair we compute in constant time the interval (or
two intervals) in [0; �) of common slopes of the supporting lines in these points. In
the intersection of this interval with the strip intervals, the variation of the distance
between supporting lines is monotone or upwards unimodal. Therefore, the minimum
distance corresponds to the extremes of the intersection. In constant time we compute
the extremes, the minimum width of the strips corresponding to a pair of antipodal
points and update the minimum. Note that it is possible to have strips with minimum
width in di�erent antipodal points.

Proposition 20. Let P and Q be two disjoint strip separable sets of n and m points
in the plane; respectively. If we have pre-computed the strip intervals; the narrowest
strip can be found in O(N ) time.

3.1.2. The widest strip
We exclude here the situation in which P and Q are line separable since in this case

the widest strip is in�nite. The widest strip only depends on the points of P in the �nal
polygonals. We consider the problem in the dual plane by means of the transformation:
L :y = 2ax − b↔ p : (a; b); D(L) = p; D(p) = L:
We transform the points of CH (Q) and P so that D(CH (Q)) are red lines and

D(P) are blue lines. Previously, we make a change of coordinates for simplifying the
situation in the dual plane. If in the primal plane all the strip intervals are reduced to
points, in O(n) time we compute the widest strip. Otherwise, we choose a strip interval
[�1; �2]; �1 6= �2 and we make a change of coordinates taking as Y -axis a line with
slope within (�1; �2) and origin such that the points of P ∪Q have di�erent abscissas.
In this way, the blue lines in the dual plane have di�erent slopes out of the slope
interval (aq1 ; aqm), where q1 and qm are the red points with minimum and maximum
abscissa, respectively (Fig. 13).
We order the lines according to increasing slope (counterclockwise) departing from

the vertical (there are no vertical lines). The situation in the dual plane is as shown
in Fig. 14. The convex hull of D(CH (Q)) determines two regions: an upper region U
and a lower region L, limited by EU and EL, respectively. All the red lines lie between
EU and EL, but no blue line, since in the primal plane there are no blue points inside
the red convex hull. A blue line intersects EU in one point and intersects EL in other
point, determining a null vertical slab de�ned by the two parallel vertical lines that
pass through the intersection points of the blue line with EU and EL (Fig. 14).
In the arrangement of the blue lines we consider the zone of EU (the zone of EL) as

the set of cells of the arrangement intersected by EU (EL). Then we de�ne the upper
cells (in U ) and the lower cells (in L) as follows:
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Fig. 13. Change of coordinates.

Fig. 14. Dual arrangement.

De�nition 21. The upper cells (lower cells) are the intersection of the zone of EU
(EL) with the region U (L) and the complementary of the null vertical slabs.

Note that the cells are convex regions limited by segments of red lines, segments of
blue lines or vertical segments from the null vertical slabs. We call opposite cells two
cells (an upper cell and a lower cell) that have intersection with some common vertical
line. Two blue segments of opposite cells that have intersections with some common
vertical line (opposite blue segments), determine in the primal plane two blue points.
These blue points have the property that there exist two parallel lines passing through
the blue points and de�ning a strip interval, since in the dual plane between the blue
segments there are only red lines and no blue lines. The maximum width of the strips
in this interval can be determined in constant time. To compute the widest strip we
make a plane-sweep with a vertical line halting at the opposite blue segments. At each
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stop we compute in constant time the maximum width of the strip interval and update
the maximum.
Let AU (n; m) (AL(n; m)) be the ordered set of segments that de�ne the upper (lower)

cells generated by the arrangement of n blue lines and m red lines. Let cU (n; m)
(cL(n; m)) be the respective cellular complexity, i.e. the number of segments in all the
upper (lower) cells. We de�ne A(n; m) =AU (n; m)∪AL(n; m) and c(n; m) = cU (n; m) +
cL(n; m).

Lemma 22. The number of upper and lower cells generated by the arrangement of
m red lines and n blue lines is less than or equal to 2n+ 2.

Proof. We count the number of upper cells. Initially, the region U is a single cell. The
�rst blue line divides the cell into two cells. Therefore, if dn represents the number
of upper cells after the introduction of n blue lines, we have that d1 = 2. Suppose
we have introduced n − 1 blue lines by increasing slope starting from the vertical.
The null vertical slab of the next blue line can divide at most an upper cell into two
cells. In any other case the blue line only modi�es or deletes upper cells. Therefore,
dn6dn−1 + 1, and then dn6n+ 1.

Lemma 23. The cellular complexity is c(n; m) = O(N ).

Proof. In the cellular complexity we consider all the segments that de�ne upper and
lower cells: vertical segments, red segments and blue segments. We count separately
each kind of segments and only for the upper cells. For the lower cells we proceed
analogously.
(i) The number of vertical segments is less than or equal to n, since they are generated

by the blue lines and each blue line can produce at most one vertical segment in
U (null vertical slab).

(ii) Initially, there are at most m red segments. A blue line can divide a red segment
into two segments, increasing the number by one. Therefore, the number of red
segments is less than or equal to m+ n.

(iii) Now, we count the blue segments. In the arrangement of the upper cells, a blue
line contributes either with at most one segment or with two or more segments.
Note that in an upper cell there are no two segments from the same line. We say
that two blue lines share segments in an upper cell if there is a segment from
each line in the cell. It is easy to prove that two blue lines can share segments
in at most one upper cell. By the above lemma, the number of upper cells is less
than or equal to n+ 1. The lines that contribute with only one segment, give an
overall contribution of at most n segments. The lines that contribute with two or
more segments are counted in the following way:
(1) Lines with slope between aq1 and the vertical, ordered by decreasing slope

in this interval: Let k1; k2; · · · ; ks be the number of segments contributed by
each line. It is clear that a line can share a segment with a previous line in at
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most one cell, since the segment contribution is from the last intersection with
the previous lines and therefore, only with the last previous line can share a
segment in a cell (Fig. 14). If we count cells, in the worst case we will have
that k1 + k2 − 1 + · · ·+ ks − 16n+ 1, and then k1 + k2 + · · ·+ ks6n+ s.

(2) Lines with slope between the vertical and aqm , ordered by increasing slope in
this interval: Let k ′1; k

′
2; · · · ; k ′t be the number of segments contributed by each

line. With a similar reasoning we obtain k ′1 + k
′
2 + · · ·+ k ′t6n+ t. Taking into

account that s + t6n, we can deduce that the total number of segments in
the upper cells is less than or equal to 6n+ m.

Lemma 24. A(n; m) can be computed in O(N logN ) time.

Proof. AU (n; m) is computed by divide and conquer in time T (n)=2T (n=2)+f(n; m),
where f(n; m) = O(N ) is the time needed to merge the cells of the two subproblems,
since the number of segments of the cells of the subproblems is O(n+ m). Making a
plane sweep we get the resulting cells.

Theorem 25. Let P and Q be two disjoint strip separable sets of n and m points in
the plane; respectively. The widest strip can be found in O(N logN ) time.

Proof. By the above discussion and using the previous lemmas, we can obtain A(n; m)
in O(N log n) time. Then we make a plane sweep with a vertical line halting in the
O(n) opposite blue segments [8].

3.2. Separating segments by strips

In this case the strip intervals can be obtained from the �nal polygonals constructed
for the wedge separability of segments. Each polygonal de�nes a negative interval in
[0; 2�) where there are no slopes of strips. In O(n�(n)) time we obtain the at most n
disjoint negative intervals. We compute their union and reduce it to the interval [0; �).
The strip intervals are the complement of the union with respect to the interval [0; �).
There are at most n strip intervals and they are closed intervals.

Proposition 26. Let P and Q be two disjoint sets of n and m segments in the plane;
respectively. Deciding whether they are strip separable and computing the strip in-
tervals can be done in O(N logN ) time.

3.2.1. The narrowest strip
The narrowest strip depends on CH (Q) and on the strip intervals. We have to

compute the width of the convex polygon CH (Q) [14,17] with the restriction to the
strip intervals.
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Fig. 15. Dual of segments.

Proposition 27. Let P and Q be two disjoint strip separable sets of n and m segments
in the plane; respectively. If we have pre-computed the strip intervals; the narrowest
strip can be found in O(N ) time.

3.2.2. The widest strip
The widest strip depends on the segments of P and on the strip intervals. If all

the strip intervals are points, in time O(n) we analyze each one in constant time and
determine the widest strip. Otherwise, we choose a strip interval and make a change
of coordinates taking as Y -axis a line with slope within the strip interval and such that
the segment endpoints have di�erent abscissas. We consider the problem in the dual
plane by doing the same transformation as for the point sets. We transform the points
of CH (Q) and the endpoints of segments of P in red and blue lines. The lines in the
dual plane have di�erent slopes.
With the red lines we compute the upper envelope, EU , and the lower envelope, EL,

in O(m logm) time. The dual of a segment of P located on the left (right) side of the
Y -axis gives in the dual plane a double wedge de�ned by the two lines with negative
(positive) slope that are the dual of the segment endpoints. The dual arrangement is
similar to the case of point sets, with the restriction of the double wedge regions that
can be handled by null vertical slabs de�ned by the intersection points of the two
lines of the double wedge with EU and EL (Fig. 15). Therefore, the number of upper
(lower) cells and the cellular complexity are less than or equal to the corresponding
values obtained in the widest strip for point sets. It is clear that we can apply a similar
algorithm to determine the widest strip in O(N logN ) time.

Theorem 28. Let P and Q be two disjoint strip separable sets of n and m segments
in the plane; respectively. The widest separating strip can be found in O(N logN )
time.
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Fig. 16. (a) Computing antipodal arcs, (b) antipodal arcs.

The problem of the strip separability for polygons is easily reduced to the strip
separability problem for segments. Hence we have:

Corollary 29. Let P and Q be two disjoint sets of polygons in the plane with n and m
total segments, respectively. Deciding whether they are strip separable and computing
the strip intervals and the narrowest and the widest strip can be done in O(N logN )
time.

3.3. Separating circles by strips

In this case, using the �nal polygonals of the wedge separability, we compute the
union of the negative intervals. The complement of this union with respect to [0; �) is
the set of at most n closed strip intervals or points.

Proposition 30. Let P and Q be two disjoint set of n and m circles in the plane; re-
spectively. Deciding whether they are strip separable and computing the strip intervals
can be done in O(N logN ) time.

3.3.1. The narrowest strip
The narrowest strip depends on CH (Q) and on the strip intervals. For computing

the strip with the minimum width we use calipers [14,17]. Starting on a segment of
CH (Q) we move the calipers (two parallel supporting lines) counterclockwise with the
minimum angle, taking into account the restriction of the strip intervals and determining
pairs of antipodal circular arcs (Fig. 16a). This process can be done in O(m+ n) time
[12]. For a pair of antipodal circular arcs the minimum width (distance between the
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Fig. 17. (a) Change of coordinates, (b) dual of a circle.

supporting lines) corresponds to the endpoints of the circular arcs, since their chords
are parallel and the variation of the width is upwards unimodal (Fig. 16b).

Proposition 31. Let P and Q be two disjoint strip separable sets of n and m circles
in the plane; respectively. If we have pre-computed the strip intervals; the narrowest
strip can be found in O(N ) time.

3.3.2. The widest strip
The widest strip depends on the circular arcs of the �nal polygonals. If all the strip

intervals are points, we analyze each one in constant time and determine the widest
strip in O(n) overall time. Otherwise, we choose a strip interval and make a change
of coordinates taking as Y -axis a line with slope within the strip interval and such
that the endpoints of the blue circular arcs of the �nal polygonals and the endpoints
of the red circular arcs of CH (Q) have di�erent abscissas (Fig. 17a). We consider a
correlation of the projective plane in the dual such that the tangents to a circle are
transformed into the points of a hyperbola. Any vertical line in the dual plane intersects
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the hyperbola in two points, so we can consider the upper branch and the lower branch
of the hyperbola. The dual of the points of a circle are the lines tangent to a hyperbola.
The dual of the points of a circular arc correspond to lines tangent to a hyperbolic arc
(Fig. 17b). We proceed in the following way:
Dual of CH (Q): Each of the m red circles gives in the dual plane two hyperbolic

branches. Each branch is an unbounded x-monotone Jordan curve and any pair of them
intersects at most in two points. We compute the upper (lower) envelope EU (EL) of
the at most 2m hyperbolic branches using Theorem 6:1 of [15] in O(�2(m) logm) =
O(m logm) time. The complexity of EU and EL is less than or equal to the complexity
of a single face of 2m unbounded Jordan curves, which is O(�2(m)) = O(m) (see
Theorem 5:7 of [15]).
Dual of blue circles: First, we dualize the circles of P which contribute with at least

one circular arc to the �nal polygonals. In the dual plane we compute the intersections
of each blue hyperbolic branch with EU and EL, obtaining the null vertical slabs formed
by the vertical parallel lines that pass through the intersection points. We compute the
union of the intervals de�ned by the null vertical slabs in order to get the disjoint set
of the null vertical slabs. In these slabs there are no upper or lower cells. All these
computations can be done in O(n logN ) time. Next, we dualize only the circular arcs
of the �nal polygonals obtaining lines tangent to hyperbolic arcs. From the hyperbolic
arcs we take only the part of the arcs that is over EU , obtaining an arrangement HAU ,
and the part of the arcs that is under EL obtaining a second arrangement HAL. The
complexity of the hyperbolic arcs is O(n), since the complexity of the �nal polygonals
of circular arcs is also O(n).
The arrangement of the upper (lower) cells can be obtained computing the lower

(upper) envelope of HAU (HAL) restricted to the union of null vertical slabs. The
intersection point of two hyperbolic arcs in the dual plane corresponds in the primal
plane to a common tangent to the circular arcs.
Given a circle R and a circle C exterior to R, we say that a point p of C sees R

if the region de�ned by the half lines from p tangent to R and the part of R between
the half lines does not contain any obstacle. A (connected) circular arc a of C sees R
if all the points of a see R.

Lemma 32. Let C1 and C2 be blue circles exterior to a red circle R; and let a1 and
a2 be circular arcs of C1 and C2; respectively; that see R. At most one of the tangents
between C1 and C2 touches points of both a1 and a2.

Proof. The arc a1 (a2) is contained in the arc obtained with the interior tangents
between C1 (C2) and R (Fig. 18a). Any tangent line to C1 (C2) at a point of the arc
a1 (a2) separates C1 (C2) from R.
The interior tangents of C1 and C2 do not pass through points of a1 and a2: if C1

does not intersect C2, and p1 and p2 are the tangency points of an interior tangent,
then p1 and p2 are not visible from R simultaneously, since their visibility regions are
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Fig. 18. Tangents between two circles.

disjoint (Fig. 18a). If C1 intersects C2, there are no interior tangents. If C1 is tangent
to C2, the tangency point has null visibility.
At most one exterior tangent of C1 and C2 goes through points of a1 and a2 simulta-

neously. Let p1, p2 (q1; q2) be the tangency points of one (the other) exterior tangent
between C1 and C2: if the exterior tangents are parallel, the visibility regions of p1 and
p2, and of q1 and q2 are disjoint. If the exterior tangents intersect, the visibility region
of p1, p2, q1 and q2 is the wedge formed by the exterior tangents. If R is within this
region, there are three di�erent situations: (1) the exterior tangents are tangent to R,
then one of the blue circles is not visible from R; (2) one exterior tangent is tangent
to R and the other is not, then a1 and a2 share only the other exterior tangent; (3)
the exterior tangents are not tangent to R, then the farthest blue circle from R has two
disjoint visibility arcs, each one sharing an exterior tangent with the visibility arc of
the nearest blue circle to R (Fig. 18b).

The lemma is also true for convex closed curves, each pair intersecting in at most
two points. The lemma above ensures that each pair of hyperbolic arcs intersect in
at most one point and therefore, we can compute the lower envelope of HAU (upper
cells) and the upper envelope of HAL (lower cells) in O(�1+1(n) log n) = O(n log n)
time.
The complexity of the upper and lower envelopes is O(n�(n)). Then, making a plane

sweep with a vertical line on the cells, we determine the at most O(n�(n)) pairs of
circular arcs that de�ne strips. In constant time we compute the maximum width of
the strip interval of each pair of circular arcs. The maximum width corresponds to the
intersection points of the circles with the line through both centers of the circles in
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the case that this intersection points belong to the pair of circular arcs. Otherwise, it
corresponds to one common endpoint of the pair of circular arcs.

Theorem 33. Let P and Q be two disjoint strip separable sets of n and m circles in
the plane, respectively. The widest strip can be found in O(N logN ) time.

4. Conclusions

We have solved the problems of separating two sets of points, segments, polygons
or circles in the plane with wedges and strips, obtaining also the wedges with the
maximum and minimum angle and the narrowest and the widest strip. Our algorithms
run in O(N logN ) time. As applications, we improve the computation of all the largest
circles separating two sets of line segments by a log n factor, and we generalize the
algorithm for computing the minimum polygonal separator of two sets of points to two
sets of line segments with the same running time. In case that there are no separating
wedges or strips we are currently studying the separability problems from other points
of view, either by weakening the separability condition, allowing some points to be
missclassi�ed, or by using more than one separator.
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